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Empirical SE

“Empirical software engineering is the 
study of software-related artifacts for 
the characterization, understanding, 

evaluation, prediction, control, 
management, or improvement through 

qualitative or quantitative analysis.”
[Harrison and Basili]
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As a software engineer, she identifies constraints.
As a software engineer, she assesses potential problems.
As a software engineer, she classifies requirements.
As a software engineer, she restructures code.
As a software engineer, she removes dead code.
As a software engineer, she inspects code.
As a software engineer, she performs personal debugging.
As a software engineer, she produces user documentation.
As a software engineer, she produces on-line help.
As a software engineer, she produces tutorials.
As a software engineer, she performs user training.
As a software engineer, she browses the web.
As a software engineer, she browses documentation.
As a software engineer, she browses articles.
As a software engineer, she browses FAQs.
As a software engineer, she asks coworkers.
As a software engineer, she generates reports/documents.
As a software engineer, she stores design versions.
As a software engineer, she maintains changes.
As a software engineer, she elicits requirements.
As a software engineer, she estimates tasks/projects.
As a software engineer, she fixes defects.
As a software engineer, she performs support tasks.
As a software engineer, she provides enhancements.
As a software engineer, she codes.
As a software engineer, she reads/reviews code.
As a software engineer, she edits code.
As a software engineer, she navigates code.
As a software engineer, she fixes bugs.
As a software engineer, she tests.
As a software engineer, she commits code.
As a software engineer, she submits pull requests.
As a software engineer, she reads changes.
As a software engineer, she accepts changes.
As a software engineer, she submits changes.
As a software engineer, she reads artifacts.
As a software engineer, she edits artifacts.
As a software engineer, she writes artifacts.
As a software engineer, she assigns GitHub issues.
As a software engineer, she reviews pull requests.
As a software engineer, she writes documentation/wiki pages.
As a software engineer, she manages development branches.
As a software engineer, she releases code versions.
As a software engineer, she archives code versions.
As a software engineer, she provides comments on issues.
As a software engineer, she provides comments on commits.
As a software engineer, she provides comments on project milestones.
As a software engineer, she has meetings.
As a software engineer, she writes emails.
As a software engineer, she networks.
As a software engineer, she helps others.
As a software engineer, she mentors others.
As a software engineer, she learns.
As a software engineer, she performs administrative tasks.
As a software engineer, she plans.
As a software engineer, she performs infrastructure setup.
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Original Sentence “she” “he/she” “he or she” “he”

She elicits requirements. 0 51 43 6

She estimates tasks/projects. 0 61 0 39

She performs infrastructure setup. 0 39 14 47

She performs support tasks. 0 44 6 49

… … … … …

… … … … …

… … … … …

She learns. 0 0 0 100

She provides comments on issues. 0 0 0 100

She tests. 0 0 0 100
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How do developers interact with LLMs?

[Xiao et al., MSR 2024]

Links Prompts Code Snippets

Source Code 2,708 22,799 14,132

Commits 694 1,922 1,828

Issues 636 2,365 1,739

Pull Requests 301 1,160 975

Discussions 70 259 188

Hacker News 324 1,273 244

4,733 29,778 19,106
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[Parnin et al., 2012]
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Non-deterministic and rapidly evolving

Threats

https://thelowdown.momentum.asia/the-emergence-of-large-
language-models-llms/
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Research Questions

“Quantifying the evidence or making 
sense of it in qualitative form, a 
researcher can answer empirical 

questions, which should be clearly 
defined and answerable with the evidence 

collected (usually called data).”

“Empirical software engineering is the 
study of software-related artifacts for 
the characterization, understanding, 

evaluation, prediction, control, 
management, or improvement through 

qualitative or quantitative analysis.”
[Harrison and Basili] [Wikipedia]
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